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Abstract: Breast cancer remains one of the leading causes of female deaths worldwide. Accurate histological subtype
and lymph node involvement are critical for effective treatment planning. Existing methods fail to integrate spatial,
temporal, and relational knowledge effectively, limiting diagnostic accuracy and adaptability in a dynamic healthcare
landscape. Rapid advances in artificial intelligence and robotic technologies now provide new opportunities to
address long-standing challenges. The proposed study aims to design an integrated framework fusing
transformer-guided graph neural networks, hybrid 3D convolutional neural networks, bidirectional long short-term
memory networks, and an adaptive neuro-symbolic fuzzy decision system to achieve highly accurate and interpretable
breast cancer risk predictions. The proposed system extracts spatial features using 3D convolutional neural networks;
models the temporal dependencies in a network using bidirectional long short-term memory networks and relational
information in a graph using a transformer-guided graph neural network; combines these in a neuro-symbolic fuzzy
decision framework to get robust yet explainable predictions. The unified framework surpassed the state-of-the-art
methods by achieving 95.2% accuracy, 94.1% precision, 93.8% recall, and a F1 score of 94.0%. The area under the
receiver operating characteristic curve of 0.967 and reduced error rate (4.8%) showed its superior performance
compared to alternatives. This system offers innovative, reliable, and transparent solutions for the diagnostics of
breast cancer, which allows patients to receive better results while creating a new standard in artificial
intelligence-driven healthcare.

Keywords: Breast Cancer Prediction, Transformer-Guided GNN, Hybrid 3D-CNN, BiLSTM, Neuro-Symbolic Fuzzy
Decision, Al in Healthcare, Robotic Automation.
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Introduction

The union of robotics, Al, and neural networking
has transformed the prediction and treatment of breast
cancer. It is always a challenge in the diagnosis of this
disease's intricacies and the assessment of the
involvement of lymph nodes; thus, its histological
variations require precise forecasting for timely care

and personalized plans. A new study, however,
demonstrates how the integration of principal
component analysis, neural systems, and support

vector machines can significantly boost accuracy. Chiu
et al. (2020) proposed a breast cancer detection system
that integrates PCA, neural networks, and SVM to

significantly improve diagnosis accuracy. Modern
Al-driven approaches must work together to
thoroughly solve such problems, including the

description of relationships with graph neural webs,
spatial features with hybrid 3D convolutional networks,
temporal dependencies with bidirectional long
short-term memory, and adaptive neuro-symbolic fuzzy
logic for interpretable reliable decisions. The fuzzy
decision framework improves prediction by merging
neural networks and fuzzy logic to provide explicit,
rule-based reasoning. This integration makes it
excellent for medical applications, such as breast
cancer diagnostics, where precision and interpretability
are essential. It successfully manages uncertainty,
resulting in trustworthy and explainable decisions.

This cutting-edge research integrates robotic
automation with a Transformer-guided Graph Neural
Network specifically for the prediction of the severity of
breast cancer via lymph node impact. A hybrid 3D-CNN
is used to obtain pictorial qualities, while BiLSTM
describes sequential tendencies. Another research
focused on artificial intelligence in anaesthesiology,
monitoring, predictive analytics, and how it can
heighten surgical safety. Hashimoto et al. (2020) discuss
artificial intelligence in anaesthesiology specifically
regarding patient monitoring, and predictive analytics,
and in terms of its ability to improve surgical safety.
Adaptive neuro-symbolic fuzzy design is integrated into
the framework proposed here to strengthen its
conclusions. It thus achieves accurate classifications of
breast cancer subtypes while simultaneously evaluating
lymph node involvement through a comprehensive yet
friendly-to-use diagnostic solution with synergistic
integration of those elements.

Breast cancer diagnosis is such a complicated
process: accuracy in subtyping and Ilymph node
metastases. It requires more sophisticated analytical
tools for consistency and accuracy. Its integration with
Al techniques, GNNs and deep learning models, and
robotic automation significantly enhance efficiency and
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accuracy in the diagnosis of cancers. As Nensa et al.

(2019) illustrated, Al enhances nuclear medicine
through improvement in PET/CT image accuracy,
simplification of clinical work flows, and patient
outcome betterment through machine learning

algorithms. The adoption of advanced Al approaches
such as Transformer-guided GNN, Hybrid 3D-CNN, and
BiLSTM improves breast cancer detection accuracy
while also ensuring clinical interpretability.

This solution improves workflows, minimizes
errors, and allows for tailored care, which benefits both
professionals and patients. However, the traditional
diagnosis mechanisms often fail to integrate proper
spatial, temporal, as well as symbolic reasoning into its
structure, resulting in failure towards comprehensive
breast cancer prediction. The proposed system bridges
this gap by providing an advanced comprehensive
solution for diagnosing breast cancer, powered by Al
and robotic automation. Chang et al. (2019) discussed
the application of Al in pathology. This system can
standardize diagnoses, further reduce errors, and
enhance healthcare operations by adding efficiency.

The fuzzy decision framework effectively handles
equivocal scenarios by employing fuzzy logic to modify
predictions when confronted with unreliable data,
resulting in consistent and trustworthy diagnostic
conclusions despite medical data complexity. Therefore,
this framework offers elevated accuracy, streamlined
diagnostic procedures, and quality decision-making,
leading to better clinical outcomes and individualized
approaches to treatment.

The key objectives are:

* Establish a Cohesive Framework: Construct a
hybrid system that amalgamates 3D-CNN, BiLSTM,
and Transformer-guided GNN to proficiently
forecast breast cancer subtypes and lymph node
status.

* Improve Decision-Making: Utilise an adaptive
neuro-symbolic fuzzy framework for dependable,
elucidative, and precise diagnostic forecasts.

¢ Enhance Diagnostic Accuracy: Utilise
sophisticated automation and artificial
intelligence to reduce diagnostic inaccuracies and
facilitate individualised treatment strategies.
Garcia  (2022) work demonstrates the

effectiveness of convolutional neural networks in the
detection of canine cutaneous tumors, but there is still
room for improvement. Limiting to seven tumor types
reduces the generalizability to broader oncology. The
use of H&E staining raises concerns about its versatility
with other stains or imaging, and combining
multi-modal genetic and clinical data was not explored,
which could limit a comprehensive diagnosis. It
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includes advanced techniques such as
Transformer-guided GNN, Hybrid 3D-CNN, BiLSTM, and
a neuro-symbolic fuzzy decision framework to provide
accurate and interpretable breast cancer predictions. It
minimizes diagnostic errors by 95.2% and 94.1%,
resulting in more accurate and actionable insights for
better patient outcomes. Moreover, real-world
effectiveness with heterogeneous, varied quality data
needs further validation to establish robustness and
practical veterinary medicine utility. Improved data
augmentation approaches improve Al performance by
diversifying the training datasets. Multimodal data
fusion, which combines histopathological images,
genetic data, and clinical records, improves prediction
accuracy. Adaptive learning processes enable models to
change dynamically to changing data distributions,
hence increasing generalizability. Improving model
explainability and interpretability fosters trust, hence
facilitating clinical adoption. Finally, advanced
imputation and denoising procedures offer consistent
and accurate results for missing and noisy data.

Literature Survey

Kumar et al. (2020) exhaustively discuss the
revolutionary impacts of artificial intelligence in
healthcare across diagnostics, discovery, and care for
patients. They highlight changed procedures, and
limitations include data security and integration into
existing systems.

Shukla (2023) emphasized the growing
importance of Al-integrated loT in healthcare,
specifically its impact on predictive analytics and
decision-making. Al-driven computer deep
learning, and cloud-based cybersecurity all improve
healthcare infrastructure. These advancements enable
real-time monitoring and intelligent automation,
resulting in better diagnosis and patient outcomes. The
combination of loMT with attention-based LSTM and
ANFIS models improves predictive capabilities in
chronic disease management.

Kumar (2021) investigated Al's role in improving
cybersecurity by utilizing machine learning and deep
learning for threat detection and mitigation. Al-driven
anomaly detection improves cyber resilience by
automating risk identification and response strategies.
Prior research has highlighted the importance of
integrating Al with existing cybersecurity frameworks to
adapt to evolving cyber threats and improve digital
asset protection.

Adams (2021) examines diagnostic and predictive
functions of artificial neural networks in colorectal
surgery. Artificial intelligence models enhance clinical
decision making, reduce diagnosis errors, and enhance

vision,
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surgical outcomes using predictive analytics and
tailored patient insights.

Gudivaka (2021) investigated the application of
Al and Big Data analytics in music education, with a
focus on personalized and interactive learning
experiences. Al-powered algorithms improve student
engagement by providing real-time feedback and
implementing adaptive teaching methods. Prior
research has highlighted the importance of machine
learning in  optimizing instructional strategies,
increasing motivation, and tailoring music education to
individual learners' needs.

Basani (2021) investigated how Al can improve
cybersecurity by leveraging machine learning and deep
learning for threat detection and mitigation. Al-driven
automation enhances risk identification, anomaly
detection, and response strategies. Previous research
has emphasized Al's adaptability in combating evolving
cyber threats, strengthening digital infrastructure, and
increasing overall cyber resilience in modern security
frameworks.

Suberi  (2020) presents with a deep
learning-based system accurately diagnosing ischaemic
strokes in the posterior fossa, addressing the
complexity and the promise shown by artificial
intelligence.

Naresh (2022) investigated the use of the
Discrete Wavelet Transform (DWT) in loT-based health
monitoring systems for ECG signal analysis. DWT
improves signal processing by optimizing denoising,
compression, and feature extraction, allowing for
real-time detection of cardiac abnormalities. Prior
research has highlighted the importance of IloT
integration in healthcare for continuous patient
monitoring, increased diagnostic accuracy, and remote
health management.

Peddi et al. (2018) investigated the use of
machine learning and artificial intelligence in predicting
dysphagia, delirium, and fall risks in elderly patients.
The study found that ensemble models that included
logistic regression, Random Forest, and CNN improved
predictive accuracy. Previous research has highlighted
the importance of clinical and sensor data integration
in improving early detection, enabling proactive
geriatric care, and lowering morbidity in aging
populations.

Hinkle and Cheever (2018) provide significant
detail on medical-surgical nursing frameworks that
involve patient methodologies and protocols. While not
aimed at artificial intelligence, it does inherently inform
understood clinical integration contexts.

Ganesan (2022) investigated loT security in
elderly care by identifying key nodes and analyzing
vulnerabilities in loT business models. The study
focused on the effectiveness of intrusion detection,
encryption, and access control in improving security.
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Previous research has highlighted the importance of
integrated security strategies in loT-driven healthcare
applications to ensure patient data protection,
regulatory compliance, and system reliability.

Narla et al. (2021) investigated the integration of

advanced machine learning techniques, such as
Histogram-Based Gradient Boosting, MARS, and
SoftMax Regression, into a cloud computing

environment for predictive healthcare modeling. Their
approach improved the accuracy, scalability, and
computational efficiency of disease prediction.
Previous research has emphasized the importance of
cloud-based infrastructures in improving predictive
analytics, enabling real-time decision-making, and
optimizing patient outcomes.

Raj Kumar Gudivaka (2020) proposed a Two-Tier
Medium Access Control (MAC) paradigm for
cloud-based RPA. The system dynamically improves
resource allocation, energy efficiency, and QoS using
Lyapunov optimisation. The Al-driven approach, which
combines hybrid 3D CNN, BiLSTM, GNN, and fuzzy
decision algorithms, can dramatically
healthcare  diagnostics in  resource-constrained
environments. It provides reliable breast cancer
forecasts based on simple inputs, solving existing
approach shortcomings. This technique increases
access to high-quality diagnostics and promotes
healthcare equity in underprivileged communities.
Simulation results revealed significant improvements in
throughput, power consumption, and QoS as compared
to IEEE 802.15.4 and FD-MAC.

Poovendran (2023) investigated Al-powered data
processing in case investigations, emphasizing the
importance of predictive analytics in detecting
fraudulent or illegal activities. The study compared
machine learning models like Gaussian Naive Bayes,
Decision Tree Classifier, and Random Forest Classifier to
improve investigative accuracy. Previous research has
demonstrated Al's ability to optimize investigative
decision-making, improve resource allocation, and
reduce biases in the law enforcement and corporate
security fields.

Gao et al. (2023) proposed a BILSTM-CNN model
for real-time pattern recognition in lower extremity
exoskeletons with three physical loads. The hybrid
approach uses BILSTM to process temporal data and
CNN to extract spatial features, resulting in high gait
recognition accuracy. Prior research has demonstrated
the importance of incorporating deep learning models
to improve movement prediction and adaptive control
in assistive robotics.

Dinesh Kumar Reddy Basani (2021) studied
current BPM with RPA, Business Analytics, Al, and

improve
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machine learning. The results were 60% faster process
completion, 86.7% fewer errors, and 40% cost savings.
The study revealed that embracing modern technology
to enhance agility, efficiency, and decision-making
across organizations poses both challenges and
opportunities.

Omarov et al. (2023) studied anomaly detection
in l1oT networks with a CNN-BiLSTM hybrid model for
intrusion detection. The study compared various
machine learning models on the UNSW-NB15 dataset,
revealing improved classification accuracy and
efficiency. Previous research has highlighted the
importance of deep learning in network security,
specifically the role of hybrid models in improving
anomaly detection and mitigating cyber threats in loT
environments.

Chauhan et al. (2024) created a breast cancer
prediction web model that employs machine learning
classification techniques to improve early detection
and survival prediction. The study stressed the
importance of high accuracy in predictive models for
effective prognosis. Previous research has highlighted
the importance of machine learning in cancer detection,
reducing false positives, and assisting in clinical
decision-making for timely interventions.

Rajya Lakshmi Gudivaka (2023) developed an
RPA-cloud computing architectural framework to
enhance social robots for elderly and cognitively
handicapped users. BRE and ORE improved
engagement and autonomy with 97.3% accuracy. The
study focused on the issues of deployment and
connection.

Panchal (2024) used the Breast Cancer Wisconsin
Diagnostic dataset to evaluate various machine
learning models for breast cancer prediction. The study
compared SVM, Random Forest, Logistic Regression,
Decision Tree, and KNN for accuracy and precision, with
SVM. Previous research has emphasized the
significance of model selection in improving diagnostic
performance and aiding early cancer detection.

Balaji (2024) investigated breast cancer
classification using Decision Tree and Logistic
Regression, and compared their performance to

cross-validation. The study demonstrated the
effectiveness of machine learning techniques in
improving diagnostic accuracy and providing objective
prognoses. Prior research has emphasized the role of
classification models in distinguishing between benign
and malignant cases, thereby facilitating early
detection and improving decision-making in breast
cancer diagnosis.

Cepeda et al. (2015) did seminal analysis that
probed into language usage patterns that emerged in
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the abstract of randomized controlled clinical trials in
an attempt to highlight a major role of adjectival use in
subsequent interpretation. This impactful work
emphasized paramount importance in careful selection
of the language of scientific communication aimed at
achieving clarity and thus avoiding potential
misinterpretations in the emerging Al-related fields.

Yin et al. (2022) Discusses MRI radiomics in
breast cancer diagnosis and prediction of treatment
response. It underlines the ability of Al to integrate
imaging and genetic information for personalized care,
yet it has challenges like data standardization and
model validation.

Ghorbian and Ghorbian (2023) discuss the
algorithms of machines and deep learning in breast
cancer screening and early diagnosis. According to
them, Al can facilitate a higher degree of accuracy in
diagnosis, reduced false positives, and reinforced early
intervention methods for breast cancer treatment.

Zhang et al. (2022) discusses deep learning and
radiomics in disease diagnosis and treatment,
indicating challenges such as data heterogeneity and
model scalability. It highlights the Al potential in
personalizing medicine by integrating imaging and
scientific data for accurate prognosis.

Gliozzo et al. (2023) presented a resource-limited
Al device to assess the Ki67 index in breast cancer. The
method centers on the Al's ability to provide
high-quality diagnoses in resource-limited settings,
thereby paving a future for broader clinical application.

Methodology

The Transformer-guided Graph Neural Network
(GNN) uses attention processes to capture tiny
tumor-lymphatic  interactions  while  improving
comprehension of intricate correlations between tumor
kinds and lymph node involvement. This improves the
model's ability to detect fine-grained patterns, leading
to higher prediction accuracy and reliability. A
combination of robotic automation with the
implementation of Al-based frameworks properly
predicts histological subtypes along with the
involvement of the lymph node in the occurrence of
cancer. A hybrid structure incorporates two separate
designs that include Transformer-guided GNN, 3D CNN,
and fashions of Bi-LSTM, which make acquisitions of
geographical traits and even time-dependent
relationships by accommodating adaptive
neuro-symbolic  decision-making  through  fuzzy
behavior and thereby classify and predict events
robustly. This integrated approach brings together GNN
for relational modeling with Transformers for
contextual understanding, providing deep insights into
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complex tumor subtypes and lymph node involvement

thus enabling accurate, reliable, and explanatory
diagnostics.
Data Acquisition Data Pre-processing Feature Extiaction
- Graph-based Data - Normalization - Spatial Features Temporal Dependency
- Medical Data - Data Augmentation - Hybrid 3D-CNN - BILISTM Network
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Figure 1. Architecture Diagram of Unified Robotic Automation and
Al-Driven Framework for Breast Cancer Prediction.

Figure 1 of Designed system that integrates data
collection, preprocessing, and feature engineering
using advanced Al techniques, merging graph-based
and medical data, further hardened, capturing spatial
properties with a Hybrid 3D-CNN, and capturing the
temporal aspects with a BiLSTM, analyzing relational
data for deep contextual understanding with
Transformer-Guided Graph Neural Networks. It uses
advanced Al approaches to generate accurate,
interpretable breast cancer forecasts by integrating
spatial, temporal, and relational data. With excellent
performance indicators, the tool offers clinicians
actionable data that aid in informed decision-making
and personalised treatment planning. Features are

injected and then valued wusing an adaptive
neuro-symbolic  fuzzy framework for efficient
decision-making. Post-processing ensures it to be

interpretable and even easier to implement. The data is
standardized and cleaned using fuzzy logic and neural
networks to ensure robust preprocessing for feature
extraction with Hybrid 3D-CNN, BiLSTM, and
Transformer-Guided GNN, resulting in high model
accuracy. Thereby, the performance of the system is
validated by ROC-AUC and error rate, providing the
base for clinical diagnostics and thus making it reliable
enough. The system's performance characteristics,
which include 95.2% accuracy, 94.1% precision, and
93.8% recall, are consistent with clinical diagnostic
needs. With a ROC-AUC of 0.967, it is highly reliable
and well-suited for real-world healthcare applications,
providing accurate and interpretable breast cancer
diagnoses.

Transformer-Guided Graph Neural Network (GNN) for
Relational Modeling

This enables the Transformer-Guided GNN to
illuminate in a highly illuminating manner the intricate
interactions that occur between different tumor types
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and the involvement of lymph nodes. The unified
architecture incorporates Transformer-Guided GNN,
Hybrid  3D-CNN, BiLSTM, and an Adaptive
Neuro-Symbolic Fuzzy Decision system, all of which
play important roles in breast cancer prediction.
Transformer-GNN  models relationships, 3D-CNN
extracts spatial characteristics, and BiLSTM tracks
temporal progression. The fuzzy decision framework is
resilient and interpretable, with 95.2% accuracy,
exceeding individual models. This is made possible
through graph representations. While the edges of the
network speak about the spatial and contextual
relationships between the nodes, each singular node in
the network embodies the histological features. The
Transformer-Guided Graph Neural Network (GNN)
improves the knowledge of tumor subtypes and lymph
node involvement by modeling both local and global
interactions using graph-based representations and
transformer  attention. This method increases
diagnostic accuracy by detecting minor tumor
connections and spatial relationships. The integration
of transformers into GNNs for the improvement of
global contextual focus has been sought for the
purpose of enhancing the results.

H = o (AXW) (1)

Where H: Graph embedding, A: Adjacency matrix, X:
Feature matrix, W : Weight matrix, o: Activation
function. The transformers fine-tune H through
attention mechanisms to help improve the system's
ability to distinguish subtle tumor and lymph node
interactions for classification. GNN takes graph-based
histological data as input and extracts spatial and
contextual relationships. Global attention overlay by
transformers helps the network model local and global
patterns effectively. Implementing Graph Neural
Networks (GNN), 3D Convolutional Neural Networks
(3D-CNN), and BiLSTM dramatically improves breast
cancer prediction accuracy. The 3D-CNN pulls spatial
information, BiLSTM captures temporal patterns, and
GNN, aided by transformers, models intricate
correlations between tumor subtypes and lymph node
involvement. This synergy enhances accuracy, precision,
and memory, resulting in more trustworthy and
interpretable clinical predictions.

Hybrid 3D-CNN for Spatial Feature Extraction

The hybrid 3D-CNN is essential to extract spatial
features from volumetric medical imagery, especially
histopathology scans, which often include complex
anatomical data important for fine-grained tumor
classification. The process addresses prediction
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variations by utilizing a Transformer-guided GNN to
a model tumor and lymph node interactions, a Hybrid
3D-CNN for spatial feature extraction, and a BiLSTM to
capture temporal dependencies. An Adaptive
Neuro-Symbolic Fuzzy Decision Framework responds to
noisy inputs, maintaining resilience and interpretability.
This integrated strategy improves the system's capacity
to forecast breast cancer. The 3D CNN architecture uses
multiple layers of 3D convolutional operations to
capture both spatial and contextual dependencies
across the volume in a subtle manner.

Fi1 =0(K«F +b) (2)

Where F;: Input feature map, K: Convolutional kernel,
=: Convolution operator, b: Bias term, o: Activation
function. The hierarchical architecture of 3D-CNN
supports the incremental acquisition of low-level to
high-level features, thereby allowing the model to
recognize subtle histological features crucial for
subtyping. Data is standardized, cleaned, and oriented
to ensure clarity during histology and medical imaging
pre-processing. For spatial data, 3D-CNN is used to
extract features, BiLSTM for temporal dependencies,
and Transformer-guided GNN for relational modelling.
Fuzzy logic is combined with neural networks to enable
robust decision-making, while error management and
post-processing ensure trustworthy, interpretable
predictions. A global average pooling layer integrates
spatial information into dense feature vectors to reduce
the complexity of computing and ensure strong
representation. These vectors serve as input to the
following models, ensuring sharp spatial discrimination.
The hybrid design maximizes both depth and
computational efficiency, such that it is suitable for
processing large data while maintaining the resolution
needed in medical imaging applications. The hybrid
3D-CNN detects both local and global spatial
dependencies in histopathology scans, successfully
recognizing minor differences in tumor form. Its
multi-layered convolutional architecture allows for
quick processing while preserving high resolution,
increasing the accuracy of histological subtype
categorization and lymph node prediction.

BiLSTM for Temporal Dependency Modeling

The bidirectional long short-term memory model
is able to capture the sequential patterns within

histology information by processing temporal
dependencies in tumor development data.
BiLSTM effectively captures temporal

dependencies in cancer progression by analyzing
sequential histopathological patterns.
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Table 1: sample representation of temporal data processed by
BiLSTM:

Time Tumor Cell Density  Lymph Node Prediction

Step Size (%) Involvement Confidence
(mm) (%)

T1 12 65 No 88.5

T2 18 72 No 91.2

T3 25 78 Yes 95.6

T4 34 85 Yes 97.8

Table 1 presents a sample of temporal data
processed by the BiLSTM model, which includes tumor
size, cell density, lymph node involvement, and
prediction confidence at each time step. The data
shows that increasing tumor size and cell density
correlate with higher prediction confidence. The model
also incorporates lymph node involvement to enhance
the accuracy of its predictions.

Moreover, unlike the normal LSTM models, BiLSTM
works bidirectionally; it processes both past and future
contexts in parallel.

i>1:: = f(wxxt + Whilt—l) (3)
4, = f_)(wxxt + Wyh,,) (4)
h, = [h;h,] (5)

Where f]tfht : Forward and backward hidden states,
W,, W, : Weight matrices, f: Activation function.
BiLSTM can accurately predict the progression of the
cancer and the number of involved lymph nodes since
it can capture rich dynamics along the time axis that
exist within histopathological features. The model has
the capability of recognizing contextual relationships
that make its nature improve as a consequence of its
bidirectional nature, which is essential for enhancing
diagnostic accuracy and reliability. The BiLSTM model
detects bidirectional temporal patterns by evaluating
both past and future contexts, which improves tumor
progression prediction. When combined with Hybrid
3D-CNN and Transformer-Guided GNN, it dramatically
increases diagnostic accuracy and enables more
trustworthy clinical decision-making.

Adaptive Neuro-Symbolic Fuzzy Decision Framework

This neuro-symbolic fuzzy decision framework
combines strengths from neural networks and
reflective reasoning about uncertainties in the process
of categorizing subtypes of tumors. The adaptive
neuro-symbolic fuzzy framework handles complex
scenarios successfully by merging neural networks and
fuzzy logic, resulting in resilient and explainable
decision-making. It adjusts to risk, missing data, and
difficult conditions, such as misleading tumor subtypes
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or lymph node involvement. The combination of spatial,
temporal, and relational data improves accuracy and
dependability, making the system more resilient and
durable in dynamic healthcare circumstances. It thus
hybridizes features learned with neural networks by
integrating fuzzy logic principles that empower it to do
so through robust and explainable decision-making.
Inputs receive membership values as determined by
the fuzzy logic component, making use of the formula:

1
nx) = —a=py (6)

Where u(x):  membership function, a : slope
parameter, f: center parameter. These membership
values are measured using symbolic reasoning, that
utilize existing fuzzy rules in determining judgements.
For instance, "IF subtype confidence is high AND lymph
node status is ambiguous, THEN reassess" kind of rules
are used to make the system adaptable to all types of
edge cases. Unlike fuzzy logic which ensures
interpretability and reliability, neural networks give the
opportunity for learning complex patterns. The
suggested approach enhances real-time clinical
applications by combining Hybrid 3D-CNN for spatial
feature extraction, BiLSTM for temporal dependency
modeling, and Transformer-guided GNN for relational
analysis, resulting in precise and efficient predictions.
This integrated strategy improves diagnostic workflows
and decision-making, resulting in higher performance
metrics and better clinical results. It is good in clinical
applications since this framework can particularly
handle noisy and missing data efficiently. This approach
bridges the gap of computational and symbolic
intelligence thus improving the reliability and
applicability of medical diagnostics to come out with
accurate, understandable and consistent predictions.

Unified

Algorithm 1: Prediction

Framework

Algorithm  for

INPUT: Medical image data
Histological features H
OUTPUT: Predicted histological subtype and lymph
node status

D, Graph data G,

BEGIN
Preprocess medical image data D for
normalization and cleaning.
FOR each image | in D:
Extract spatial features F_spatial using

3D-CNN.
Use BiLSTM to model temporal dependencies,
generating F_temporal.
Construct graph G:
Nodes N represent histological features.

AUSMT Vol. 15 No.1 (2025)

Copyright © 2024 International Journal of Automation and Smart Technology


http://www.jausmt.org/

(OI[c]\7:\Wp:\:§j[el Unified Robotic Automation and Al-Driven Transformer-Guided Graph Neural Network with Hybrid 3D-CNN, BiLSTM, and
Adaptive Neuro-Symbolic Fuzzy Decision Framework for Histological Subtype and Lymph Node-Aware Breast Cancer Prediction

Edges E define
relationships.
Embed histological features H_graph using GNN
and Transformer.
Fuse features:
F_combined =
H_graph.
Apply fuzzy logic on F_combined for prediction:
IF inconsistencies occur:
Trigger error handler and

spatial/contextual

F_spatial + F_temporal +

reprocess
input.
ELSE:
Output final predictions.
END
RETURN: Predicted histological subtype and lymph
node status

Algorithm 1 judiciously extracts the spatial, temporal,
and relational information required for breast cancer
predictions. Three-dimensional convolutional networks
work on medical images to gain the spatial attributes in
a normalized form. The neuro-symbolic fuzzy decision
framework uses fuzzy rules to manage contradictions in
medical data, such as "if subtype confidence is high
AND lymph node status is equivocal, then reassess the
diagnosis." This combination of fuzzy logic and neural
networks ensures accurate pattern detection as well as
clear, interpretable predictions. It's especially useful in
healthcare contexts when explain ability is essential.
Bidirectional LSTM facilitates the sequential analysis of
capturing temporal progression of tumors in
disentangled contextual dependencies within the
histopathology. = Graph  Neural Network  and
transformers analyze histological correlation based on a
relational representation in the context of these
interdependencies. Spatial Features is a Hybrid 3D-CNN
was used to extract complex anatomical information
from medical photos. Temporal features were modelled
using BiLSTM to capture sequential patterns in tumor
growth. Relational Features is an analysis of the
relationships between histological features using a
Transformer-guided GNN in a graph structure. This
effective combination leads to robust and accurate
breast cancer predictions. A neuro-symbolic fuzzy logic
system intelligently integrates the comprehensive
feature set, providing reliable forecasts regarding
breast cancer subtypes and lymph node involvement
through interpretable decision-making. Transformers in
GNNs improve histological feature distinction by
prioritizing critical tumour areas and lymph node
interactions, thus enhancing classification accuracy and
interpretability.

@ Www.jausmt.or;

8

Performance Metrics

A battery of performance metrics provides a rigorous
assessment of the proposed method's ability to ensure
reliable and accurate prediction. It ensures accurate
predictions by preprocessing medical picture data for
consistency and initiating automatic reprocessing when
discrepancies, such as missing or conflicting data, are
found. The adaptive neuro-symbolic fuzzy logic
framework improves on this by using fuzzy rules to
manage uncertainties, ensuring the final prediction is
accurate and robust. Accuracy measures the
correctness of subtype and nodal predictions in general.
Precision measures the ability to well identify true
positives for the cancer subtypes. Sensitivity measures
the model's capacity to identify all relevant cases, while
specificity measures the model's ability to correctly
reject the negatives. The harmonic mean of precision
and sensitivity, the Fl-score, provides a well-balanced
evaluation. The area under the receiver operating
characteristic curve measures effectiveness for
classification at different thresholds. Error rate focuses
on misclassifications. Latency and throughput further
ensure practical applicability in real-time clinical

environments.
Table 2 Performance Comparison of Individual and Combined
Methods for Breast Cancer Prediction

(Transform Combined
Metric (3D-CNN)  (BiLSTM)
er-GNN) Method

Accuracy (%) 88.3 89.6 90.1 95.2
Precision (%) 86.7 87.4 88.2 94.1
Recall (%) 84.5 86.2 87.9 93.8
F1-Score (%) 85.6 86.8 88.0 94.0
ROC-AUC 0.912 0.924 0.932 0.967
Specificity (%) 87.2 88.3 89.5 96.0
Latency (ms) 120.4 135.6 142.1 155.3
Error Rate (%) 11.7 10.4 9.9 4.8

Table 2 presents a comparison of performance

metrics among 3D-CNN, BiLSTM, and
Transformer-GNN-based breast cancer prediction
models along with their integrated framework.
Accuracy, precision, recall, Fl-score, ROC-AUC,

specificity, latency, and error rate are reported. The
strengths of each individual approaches are prominent
in different aspects while the merged model
outperforms others in terms of accuracy (95.2%),
precision (94.1%), and recall (93.8%) with a 4.8% fall in
the failure rate. Geographic, temporal, and relational
variables allow for accurate predictions; the
complementarity technique is thus therapeutically
superior. To accurately histological subtype and lymph
node categorisation, the integrated approach balances
productivity with efficiency.
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Results and Discussion

The proposed unified architecture shows improved
results on all performance metrics compared to the
individual methods. The integrated model achieves
95.2% accuracy, 94.1% precision, and 93.8% recall,
which is better than the individual performances of
3D-CNN, BiLSTM, and Transformer-GNN. The
Transformer-guided Graph Neural Network (GNN)
classifies nodes as histological features and edges as
spatial/contextual links, resulting in accurate tumor and
lymph node analyses. By incorporating transformers,
the model obtains global context via attention
mechanisms, which improves its capacity to detect
subtle interactions. The Fl-score of 94.0% and
ROC-AUC of 0.967 emphasize its strong predictive
performance. The specificity score of 96.0% confirms
its ability to reliably identify negatives, leading to a
minimal error rate of 4.8%. Spatial, transitory, and
relational data translated into improved precision and
clarity in analysis. The integrated framework
outperforms individual solutions on all major metrics. It
outperforms 3D-CNN, BiLSTM, and Transformer-GNN,
scoring 95.2% accuracy, 94.1% precision, and 93.8%
recall. The ROC-AUC of 0.967 and error rate of 4.8%
demonstrate exceptional performance. This technique
could improve clinical practice through the accurate
prediction of histological subtypes and lymph node
involvement that can, therefore, enhance breast cancer
diagnosis. While it focuses on breast cancer detection,
the Al-driven system can also be used in ischemic
stroke detection and anesthesia, with 3D-CNN for
spatial features and BiLSTM for temporal dependencies.
This hybrid method improves diagnostic accuracy and
decision-making across multiple medical disciplines.

Table 3 Performance Comparison of Breast Cancer Prediction
Methods

Table 3 presents an analysis of the methods
presented by Yin et al. (2022), Ghorbian and Ghorbian
(2023), Zhang et al. (2022), Gliozzo et al. (2023), and
the suggested hybrid model. The Hybrid 3D-CNN
architecture effectively extracts spatial characteristics
by employing several convolutional layers. Specifically,
it comprises:

Three 3D convolutional layers - capture
volumetric spatial data from histopathology pictures.
Two 3D Max Pooling Layers - Reduce dimensionality
while maintaining important patterns. One Global
Average Pooling Layer - converts feature maps into
compact feature vectors for subsequent processing.
The measurements include accuracy, precision, recall,
F1-score, ROC-AUC, specificity, and error rate. Whereas
current methods excel in some areas, such as
radiogenomics of MRI or analysis of Ki67 index, the
proposed methodology excels them in all crucial
measures with an accuracy of 95.2% and a ROC-AUC of
0.967. The proposed unified framework enhances
precision, reliability, and interpretability in the
prediction of histological subtypes and lymph node
involvement by incorporating Transformer-GNN, Hybrid
3D-CNN, BiLSTM, and neuro-symbolic fuzzy decision
making.

- Accuracy Precision Recall F1-Score  ROC-AUC Specificity Error Rate
etho
(%) (%) (%) (%) (%) (%)

Yin et al. (2022): MRI Radiogenomics

90.5 89.2 88.7 89.0 0.912 91.0 9.5
for Diagnosis and Prediction
Ghorbian & Ghorbian (2023): ML and

89.8 88.5 87.6 88.0 0.908 90.2 10.2
DL for Breast Cancer Screening
Zhang et al. (2022): Deep Learning with
Radiomics for Disease Diagnosis and 91.3 90.0 89.8 89.9 0.918 91.8 8.7
Treatment
Gliozzo et al. (2023): Resource-Limited

88.7 87.5 86.8 87.1 0.903 90.1 11.3
Automated Ki67 Index Estimation
Proposed Method: Unified Framework
with Transformer-GNN, Hybrid 3D-CNN, 95.2 94.1 93.8 94.0 0.967 96.0 4.8

BiLSTM, and Fuzzy Decision
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Figure 2 Performance Comparison of Breast Cancer Prediction
Methods

Figure 2 of Comparative Efficacy of Various Breast
Cancer Prediction Methods including those from Yin et
al. (2022), Ghorbian and Ghorbian (2023), Zhang et al.

(2022), Gliozzo et al. (2023), and the proposed
integrated approach. The evaluation criteria are
accuracy, precision, recall, Fl-score, ROC-AUC,

specificity, and error rate. The proposed method has
outperformed others as it yields the highest accuracy
(95.2%), precision (94.1%), recall (93.8%), and
minimum error rate (4.8%). This makes it truly excellent
in producing highly accurate and reliable predictions
through the inclusion of Transformer-GNN, Hybrid
3D-CNN, BiLSTM, and neuro-symbolic fuzzy decision
making within this integrated framework. The
combination of Transformer-GNN and hybrid 3D-CNN in
breast cancer diagnosis provides different benefits.
Transformer-GNN detects complicated correlations
between tumor and lymph node characteristics,
increasing diagnosis accuracy. Meanwhile, hybrid
3D-CNN effectively recovers spatial data from
volumetric medical pictures, yielding more accurate
and interpretable results.

Conclusion

The integrated framework of Transformer-Guided
Graph Neural Network, Hybrid 3D-CNN, BiLSTM, and
Adaptive Neuro-Symbolic Fuzzy Decision Framework
predicts the histological subtypes and lymph node
involvement of breast cancer with a great degree of
accuracy and resilience. With the integration of
geographical, temporal, and relational variables, the
system delivers outstanding performance metrics:
accuracy of 95.2%, precision of 94.1%, and recall of
93.8% and significantly outperforms  existing
techniques. The framework offers interpretable, yet
reliable predictions; hence, it is appropriate for
practical clinical applications. This new methodology
has solved major diagnostic problems, further allowing
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for safe decision making and better patient outcomes,
which sets new standards in Al-based breast cancer
diagnostics. Previous breast cancer prediction methods
suffer from limited integration of tumor characteristics,
progression, and histopathological factors, reducing
diagnostic  accuracy. Al models often lack
interpretability, limiting clinical use, while data
variability and poor lymph node prediction decrease
robustness and treatment planning. High false
positive/negative rates further impact reliability. This
approach overcomes these issues by integrating
Transformer-Guided GNN, Hybrid 3D-CNN, BiLSTM, and
a Neuro-Symbolic Fuzzy Decision Framework,
improving accuracy, interpretability, and adaptability
for more effective clinical outcomes.
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